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Traditional patient safety efforts have not moved the needle

Not nearly enough progress

3.7% of inpatients had ~3% of inpatients had ~25% of hospitalizations had
adverse events with harm adverse events and adverse events and
~50% preventable ~25% preventable

Traditional patient safety efforts

10 CRR IS HUMAN

Harvard Medical Practice Study To Err is Human The Safety of Inpatient Health Care
NEJM, 1991 IOM NEJM
1999 2023
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Table 2. Top use cases for the application of Al to specific clinical
problems in patient safety.

1.
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9.

10.
11.
12.

Actionable real time patient safety electronic clinical quality
measures

Surgical complication prediction

Pressure ulcer prediction

Hypoglycemia prediction

Sepsis prediction

Suicide prediction

Diabetic eye Al screening

Breast imaging cancer screening

Chest x-ray imaging Al diagnosis ~ { s
Skin melanoma Al diagnosis

Chest x-ray imaging Al cancer screening

Patient self-managed electronic safety dashboards

www.nature.com/npjdigitalmed
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can Al help?

(Al) techniques to patient safety.
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he limitations of these Al systems
ping a proactive agenda for Al in
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February 2020 — Wuhan Evacuees in San Diego
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Segar et al. Journal of Medical Case Repaorts (2020) 14:66
https://doiorg/10.1186/513256-020-02396-8 JCIL,IITIEﬂ of

Medical Case Reports

=+ Flight of the COVID-19 patient: experience ®
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8, 2020 — Al in Diagnostic Radiology
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Artificial Intelligence Enables Rapid cOVID-19 Lung
Imaging Analysis at UC San Diego Health
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WILEY

BRIEF RESEARCH REPORT

Infectious Disease

Deployment of artificial intelligence for radiographic diagnosis
of COVID-192 pneumonia in the emergency department
Morgan Carlile MD* | Brian Hurt MD,MS? | Albert HsiaoMD,PhD? &0 | ﬂ

Dameff MD,'F-'IE?‘* 3

Christian Dameff, MD
Emergency Medicine

“Of the 5,125 total visits and 1,960 chest radiographs obtained in the
ED during the study period, 1,855 were analyzed by the algorithm.
Among these, emergency physicians were surveyed for their
experiences on 202. Overall, 86% either strongly agreed or
somewhat agreed that the intervention was easy to use in their
workflow. 20% of respondents reported that the algorithm
Impacted clinical decision making.”

‘

Correspondence

{Christian Dameff MD, M5, UC 5an Diego
Health Department of Emergency Medicine,
200 W Arbor Drive MC #8676, 5an Diego, CA
2103, USA
Email:cdameff@heathoucsd edu
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Public Health Preparedness, March 2023

Disaster Medicine and Public  Artificial Intelligence Functionalities During the

Health Preparedness COVID-19 Pandemic |
www.cambridge.org/dmp OVeI' 9000 art|C|eS -

Milad Ahmadi Marzaleh PhD?, Mahmoudreza Peyravi PhD*, Shahrokh Mousavi MD?,
Fatemeh Sarpourian PhD?, Milad Seyedi BSC* and Naseh Shalyari PhD*

Systematic Review !Department of Health in Disasters and Emergencies, Health Human Resources Research Center, School of Health

Management and Information Sciences, Shiraz University of Medical Sciences, Shiraz, Iran; 2Student Research
Cite this article: Ahmadi Marzaleh M, Committee, School of Medicine, Shiraz University of Medical Sciences, Shiraz, Iran; *Student Research
Peyravi M, Mousavi S, Sarpourian F, Seyedi M, Committee, Department of Health Information Technology, School of Health Management and Information

Shalyari N. Artificial intelligence functionalities  gcjences, Shiraz University of Medical Sciences, Shiraz, Iran and “Department of Computer Engineering,

durir?g Uie COVID-19 pandemic. Disasfter Med Sanandaj Branch, Islamic Azad University, Sanandaj, Iran
Public Health Prep. 17(e336), 1-8. doi: https://

doi.org/10.1017/dmp.2023.3.

Abstract
Keywords: A 2 5 : :
st il A aencas madibainaciiigs dban Back_ground. The coronavirus dlSéase 2019 (CO.VII_)- l?) pa.ndemlc has led us to use virtual
learning; neural networks; COVID-19 solutions and emerging technologies such as artificial intelligence (AI). Recent studies have
clearly demonstrated the role of Al in health care and medical practice; however, a comprehen-
C°"':P:“:“"8 author: sive review can identify potential yet not fulfilled functionalities of such technologies in
Naseh Shalyari, c : - - - - . e . .
Email: naseh.shalyari@gmail.com. I(): 30113(133—1?9 :a}:;:f::’i;hézzsgopmg review study aims at assessing Al functionalities in the o J u St 4 Stu dle sSWwW /

Methods: A systematic search was carried out in PubMed, Cochran Library, Scopus, Science I
Direct, ProQuest, and Web of Science from 2019 to May 9, 2022. Researchers selected the CI I n ICaI O UtCO m eS' I
articles according to the search keywords. Finally, the articles mentioning the functionalities
of Al in the COVID-19 pandemic were evaluated. Two investigators performed this process.
Results: Initial search resulted in 9123 articles. After reviewing the title, abstract, and full text of
these articles, and applying the inclusion and exclusion criteria, 4 articles were selectd for the
final analysis. All 4 were cross-sectional studies. Two studies (50%) were performed in the
United States, 1 (25%) in Israel, and 1 (25%) in Saudi Arabia. They covered the functionalities
of Al in the prediction, detection, and diagnosis of COVID-19.




We need more clinical outcome evaluation for Al

Level of readiness

3&4.

Proposal of model/solution

Model prototyping
& Model development

Model validation

Real-time model testing

Workflow integration
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van de Sande D, et al. Intensive Care Med. 2021 Jul;47(7):750-760.
doi: 10.1007/s00134-021-06446-7.
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JAMA, October 2023

RESEARCH LETTER Methods | We extracted data from the Al and ML database as of

December 15, 2022, and augmented those data through the
Analysis of Devices Authorized by the FDA OpenFDA interface.** The 2 most common FDA pathways for
for Clinical Decision Support in Critical Care CDS device approval are the 510(k) pathway, which requires

The use of predictive clinical decision support (CDS) devices demonstration of substantial equivalence to a previously au-
(ie, those that use machine learning [ML] or artificial intelli-  thorized device (hereafter, a predicate) and typically does not
gence [AI]) hasthe potential toimprove outcomesin critical care,  require submission of clinical data, and the de novo pathway,

but a clear regulatory framework is lacking.! Recent guidance  which indicates that a novel device has low to moderate risk and
from the

Jemee Of 521 authorizations in the FDA Al/ML
o database...only 3 included citations of published

calillness

Supplemental conten .
A el data, 4 mentioned a safety assessment, and none

nature of

e Anriekeaeatae Mentioned an evaluation of performance bias. We

the clinical impact of predictive CDS syste

ARty found no studies examining the clinical impact on

oped before advanced statistical learning me

PRGN Cale processes or patient outcomes for these

On September 22, 2021, the FDA rq 0 - - 1)
database of authorizations for medical de deVIce aUthorlzatlons'

or Al. We sought to identify devices that offer CDS in a criti- 1dentified 10 that mig

Editor's Note page 1401

t inform care for patients with critica

cal care setting and characterize the evidence cited in their illness (Table 1). Of these, only 3 included citations of pub-
authorization. lished data, 4 mentioned a safety assessment, and none men-
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Table 2. Top use cases for the application of Al to specific clinical
problems in patient safety.

1.
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9.

10.
11.
12.

Actionable real time patient safety electronic clinical quality
measures

Surgical complication prediction
Pressure ulcer prediction

Hypoglycemia prediction

Sepsis prediction {TEEE———
Suicide prediction

Diabetic eye Al screening

Breast imaging cancer screening

Chest x-ray imaging Al diagnosis

Skin melanoma Al diagnosis

Chest x-ray imaging Al cancer screening
Patient self-managed electronic safety dashboards

www.nature.com/npjdigitalmed
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New England Journal of Medicine Al, 2024 '.

ORIGINAL ARTICLE ) B s

Evaluation of Sepsis Prediction Models before
Onset of Treatment

Authors: Fahad Kamran, Ph.D. &, Donna Tjandra, M.S. &, Andrew Heiler, M.B.A. &, Jessica Virzi, M.S.N.

Karandeep Singh, M.D. & | Jessie E. King, M.D., Ph.D. ¥, Thomas S. Valley, M.D., M.Sc. &, and Jenna Wiens, Ph.D.
B Author Info & Affiliations

“Designers need to consider that model features ) | VOL.1NO. 3
could inadvertently encode clinical suspicion, thus

suggesting strong performance in retrospective

studies but failing to identify new cases that a

clinician has not yet recognized."

an Diego Health
13 UCSan Diego Health




Nature Digital Medicine (2023 and 2024)

ﬂpJ ‘ Dlglta| MEdiC.lne I _ i , www.nature.com/npjdigitalmed I
EHT
Impact of a deep learning sepsis prediction model on quality of |

ARTICL .
Arf Care and survival emergency 1) A
. d Aaron Boussina (', Supreeth P. Shashil @ Could it be Sepais?

I ( Christopher A. Longhurst(5'2, Kimberly N @

Gabriel Wardi (9" @ s sz This patient has a Sepsis Risk Score:
Supreeth | Bt s+ e (et 90% chance of developing severe sepsis
ey con AR = in the next 4 hours.
: : : — O septi

Sepsis Sepsis remains a major cause of morta Ogevere Sh:‘c: Consider discussing risk of sepsis with the

admini improve outcomes, but relatively few Oc. .. Sepsis i . primary physician or activating Code Sepsis

Multidi assess the impact of a deep-learning r Sepsis “__..

false al before-and-after quasi-experimental st “SIRS

COMPC We included 6217 adult septic patient T e

patient Advisory (BPA) triggered by COMPOSE

(ED) we assessment (SOFA) score following se| )

) . - . Top reasons in the past 6 hours
con=g intervention period (705 days) and the Sepsis Top Causes: Temperature, Heart Rate
20% ar Bayesian structural time-series approa

The deployment of COMPOSER was significantly
associated with a 17% relative decrease In in-hospital

sepsis mortality (95% CI, 0.3%—-3.5%) and a 10% relative
Increase Iin sepsis bundle compliance
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i Table 1 | Considerations for implementing Al algorithms into healthcare systems

Published in pastnership with Seou National University Bundt | qrgme Key considerations How each issue was addressed by Boussina et al.”
Data Are the data neaded for the algorithm readily available and in an extrac- COMPOSER routinely collected clinical information, including laboratory
table format? and vital signs. Data elements were extracted via FHIR standards.
Infrastructure Can relevant data be extracted in real time? Data were extracted at hourly intervals to ensure availability for prediction.

Are there adequate infrastructure and computing resources available to  The platform was hosted via Amazon Web Services.

host a cloud-based analytics and storage platform?

' nteg rat i ng artific i : Interface How will the clinical team be made aware of these predictions (i.e.,isa  Predictions were integrated into an Epic flowsheet via an HL7v2 outbound

custom dashboard integrated into the electronic health record required)? message. A Best Practice Advisory was triggered for patients at high risk of
developing sepsis.

h ealth Ca re Systerr How can the clinical team understand how the algorithm made this pre- A relevance score was generated for each feature, which measured the

algorithm

diction {i.e., model explainability)? gradient of the risk score with respect to all input features multiplied by the
input features. The features with the highest positive relevance scores were
displayed in the flowsheet.

Boussina et al. recently evaluated a
deep leaming sepsis prediction model
(COMPOSER) ina prospective before-
and-after quasi-experimental study
within two emergency departments at
UC San Diego Health, tracking
outcomes before and after
deployment. Over the five-month
implementation period, they reported
a 17% relative reduction in in-hospital
sepsis mortality and a 10% relative
increase in sepsis bundle compliance.
This editorial discusses the
importance of shifting the focus
towards evaluating clinically relevant
outcomes, such as mortality
reduction or quality-of -life

End-users Which clinical team member(s) are most appropriate to receive the risk Nurses were chosen to receive the alert as they cared for a specific roster of
prediction? patients and frequently opened their patients’ charts.

What is their level of trust in the Al algorithm? A multidisciplinary team was created to guide implementation. Nurses were

This red surveyed to identify their needs. Regular feedback and educational sessions

| Al researchers should shift the focus from measuring just
algorithm performance metrics such as accuracy to
meaningful outcomes. As a healthcare and Al community, we
have a responsibility to deliver on these clinically relevant metrics,

and funding agencies and journals alike should be
encouraged to prioritize such studies.”

What happens if the compliance of clinical end-users degrades overtime?  Although not specified, the authors acknowledged the importance of con-
tinuous education to optimize human-Al collaboration.

Examples of how these issues were addressed by Boussing &1 al. are peovided




‘ 4 Shamim Nemati @ShamimNemati - 20h -e &
¢ PRENOSIS ) sramin e

2/5 Conditions for use: There needs to exist a clinical suspicion for sepsis
(ordering of blood culture), and three plasma proteins (procalcitonin,
interleukin-6, and C-reactive protein) and routinely measured EHR
parameters to calculate the ImmunoScore for sepsis.

OF n Q1 i 54 N &

D re n OS i S A n n o | @ Shamim Nemati @ShamimNemati - 20h

3/5 The three biomarkers are not routinely ordered/available in the EHR.

Therefore, once sepsis is suspected by the provider and a blood culture is

-
\4 a r ket I n g A u t ‘ ordered, additional orders of the three biomarkers are required.

OF n Q1 i 47 N &

MMunoSscorer (@) Smimena s 2 - ficial

4/5In an ER setting, ordering of blood culture is often followed by

administration of antibiotics, therefore it's not clear if providers will wait for ~
n e I g e n C e I a Al risk score to initiate treatments for sepsis. Moreover, all cases without o o

a clinical suspicion of sepsis will be missed!

:Or Ea rly Sep5| O 12 1 1 163 Q&

a% Shamim Nemati @ShamimNemati - 20h

« 5/5 I'm not aware of any patient-centered outcome data to demonstrate
clinical utility of this Al system (would love to hear more!). This JAMA view
point argues for a regulatory refocus on patient outcomes:

APRIL 3, 2024 IM PRESS RELEASE

The Sepsis ImmunoScore™ js the first-ever Al S

UC San Diego Health
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AlIN MEDICINE
Regulate Artificial Intelligence in Health Care
by Prioritizing Patient Outcomes

John W. Ayers, PhD, Artificial intelligence (Al) holds great promise to en-  instance, it calls for Al-powered algorithms with more
MA hance the quality of health care.! Despite the aim of  than 10 billion parameters to potentially register their
Qualcomm Institute, health care regulations to ensure high-quality care, there  codebase with federal agencies, perform a battery of
g::'g::'gtg Ta{jili:r:fd are few regulations governing theuse of Alinhealth care.  to-be-determined regulator-selected tests, and report
Altman Clinical This dearth will soonchange because a White Houseex-  codebase modifications for review. Concurrently,

Translatid

e “\\/le propose a regulatory strategy for Al that is

La Jolla.

B outcome-centric by requiring companies to

(% demonstrate that Al tools produce clinically important
¥ differences in patient outcomes before being brought

to market.”

Davey M.Smith. and treat problems as “teachable moments” to make effective, but despite a growing marketplace, these
Altman Clinical rules that mitigate the likelihood of similar problemshap-  systems have not been required to produce such evi-
Translational Research pening again. These regulations typically mandatecom-  dence. A third-party evaluation of the most widely
Institute, University of - pliance with specific procedures. We refer to these as  adopted system, the Epic Sepsis Model, found that
Calinmiasan Diego, “process-centric” regulations because they manipulate  among 2552 hospitalized patients who developed sep-

La Jolla; and Division of A . .
Infectious Diseases and sis, only 7% who did not already receive

Global Public Health, early treatment were identified by the

UC San Diego Health



| think...Al Governance Should be a Shared Responsibility

Epic plans to launch Al validation
software for healthcare
organizations to test, monitor
models

18
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"The only way to achieve outcomes is going to be with local
workflows and local optimization. It's a shared responsibility
between both vendors and local health systems"

“Dr. Longhurst believes the federal government should go a
step further and incorporate responsible Al use into
conditions of participation in Medicare. In the same way that
hospitals and health systems are audited for quality and
safety, organizations also should be required to meet
compliance requirements around Al governance, he said.”

UC San Diego Health



Al Principles at UC San Diego Health

Artificial
Intelligence

Our Statement

1. We believe that Al can enhance human health and well-being.
and we are committed to developing and deploying Al solutions
that are ethical. responsible, and beneficial for patients and
society.

[

. We respect the dignity, autonomy, and privacy of each patient,
and we design and evaluate our Al systems with their needs,
preferences, and feedback in mind.

[

. \We uphold the highest standards of scientific rigor. transparency.
and accountability in our Al research and practice, and we adhere
to the ethical codes and regulations of our profession and
institution.

4. \\e foster a culture of collaboration, excellence, and innovation
among our Al researchers, practitioners, partners, and
stakeholders, and we seek to share our knowledge and expertise
with the broader community.

5. We embrace the diversity of our patients, staff, and collaborators,

and we strive to create an inclusive and supportive environment

A
=
o}

o

Effectiveness, Responsibility,
and Accountability

Al products should be successful for their intended
use, beneficial, valid, accurate, and reliable and those
who develop and apply tools with responsibility and
accountability

Ethics and Inclusiveness

Al products should strive to achieve health equity and
fairness by design and operation

Human Factors

Al product design, development, and implementation
should involve and prioritize the needs of the diverse
population it serves

Promoting Human Well-Being,
Safety, Privacy, and Common
Good

Al products should protect human well-being, privacy.

S

that values different perspectives, backgrounds, and experif

DECEMBER 14, 2023

Cfff~ +» BRIEFING ROOM + BLOG

Lael Brainard, National Economic Advisor

Neera Tanden, Domestic Policy Advisor

Delivering on the Promise of AI to
Improve Health Outcomes

Arati Prabhakar, Director of the Office of Science and Technology Policy

As President Biden has said, artificial intelliﬁence (AT) holds tremendous

In its blueprint for an Al Bill of Rights, the Biden o Ereentive Order on
administration outlined that Al “testing conditions should  Juonis committed to
mirror as closely as possible the conditions in which
the Al will be deployed.” The administration has also
recommended that Al should be monitored for adverse
Feiad outcomes on an ongoing basis rather than a single, off-
site evaluation.

ruer than healthcare. The

o3 ITLII

pment and use of AT

Fomes for Americans

19 UCSan Diego Health



JAMA Internal Medicine, April 2023

JAMA Internal Medicine | Original Investigation

Comparing Physician and Artificial Intelligence Chatbot Responses to
Patient Questions Posted to a Public Social Media Forum

John'W. Ayers, PhD, MA; Adam Poliak, PhD; Mark Dredze, PhD:; Eric C. Leas, PhD, MPH: Zechariah Zhu, BS;
Jessica B. Kelley, MSN: Dennis J. Faix, MD; Aaron M. Goodman, MD; Christopher A. Longhurst, MD, MS;
Michael Hogarth, MD; Davey M. Spr=t s o= boes

Quality ratings Empathy ratings

Chatbot
IMPORTAMNCE The rapid exg

messages concomitant witl
Artificial intelligence (Al) as

questions by drafting respe
Physicians
OBJECTIVE To evaluate the

2022, to provide quality an

DESIGN, SETTING, AND PAR : Physicians Chatbot

database of questions from
randomly draw 195 exchan,
public question. Chatbot re
fresh session (without priod
23, 2022. The original ques
chatbot responses were ey,
professionals. Evaluators ct
information provided"” (ven
bedside manner provided® : ‘ : l

empathetic, and very empa Very Poor Acceptable Good Very Not Slightly Moderately Empathetic Very
compared between chatba poor good empathetic empathetic empathetic empathetic

Response options Response options

Density
Density




AI PrlnC|p|eS |n ACtlon —_— Aprll 2023 > Generated Draft Reply loneering Feature

Hello Barbara

3/7/2023

Your CBC with Auto Diff result from 3/7/2023 is within the normal range and does net indicate any cause for
concern, Your provider will contact you if any further action is needed. Your results are available for viewing
in MyChart under the "Test Results” tab

If you have any further gquestions or concerns, please do not hesitate to contact us.

HIMSS23: Epic taps Microsoft to bt E—
o - - Learn more v Start with Dra & Start Blank Reply
lnteqrate qeneratlve AI lnto EHRS Did you find the draft reply helpful?

with Stanford, UC San Diego as o iswashepiu @ Thiswas ot et

early adopters

By Heather Landi * Apr 17, 2023 11:0

Jam

Dear - .

Thank you for your message and for taking an active role in your health. It's great to hear that
you're considenng the Hepatitis A vaccine. Twinnx i1s indeed a combination vaccine that covers

‘ i -~ : ‘ both Hepatitis A and B. However, since you've already had the Hepatitis B vaccine, you may not
- f et ] need the combination

?-f o B s A | -
ent at\u"e | see you have an upcoming appointment and | recommend reviewing at that appointment. ltisa 2
shot series so you can do the 1st shot at the appt if you would like |

i b
W Take care

Marlene May Millen, MD

P Sea T
L

B b L
».with the p

Part of this message was generated automatically and was reviewed and edited by Marlene May

Millen, MD

21 UC San Diego Health

[ADVENTISTHEALTH:INTERNAL]



JAMA, April 2024

NStwork | Openm

Original Investigation | Health Informatics

Al-Generated Draft Replies Integrated Into Health Records

and Physicians' Electronic Communication

Ming Tai-Seale, PhD, MPH; Sally L. Baxter, MD, MSc; Florin Vaida, PhD; Amanda Walker, MS; Amy M. Sitapati, MD; Chad Osborne, MD; Joseph Diaz, MD; Nimit Desai, BS;

Sophie Webb, M5; Gregory Polston, MD:; Teresa Helsten, MD; Erin Gross, MD; Jessica Thackaberry, MD; Ammar Mandvi, MD: Dustin Lillie, MD; Steve Li, MD:
Geneen Gin, DO; Suraj Achar, MD; Heather Hofflich, DO; Christopher Shanp, MD: Marlene Millen, MD: Christopher A. Longhurst, MD, MS

Abstract

IMPORTANCE Timely tests are warranted to assess the association between generative artificial
intelligence (GenAl) use and physicians’ work efforts.

OBJECTIVE Toinvestigate the association between GenAl-drafted replies for patient messages and
physician time spent on answering messages and the length of replies.

DESIGN, SETTING, AND PARTICIPANTS Randomized waiting list quality improvement (Q) study
from June to August 2023 in an academic health system. Primary care physicians were randomized
to animmediate activation group and a delayed activation group. Data were analyzed from August
to Novemnber 2023.

EXPOSURE Access to GenAl-drafted replies for patient messages.
MAIN OUTCOMES AND MEASURES Time spent (1) reading messages, (2) replying to messages, (3)
length of replies, and (4) physician likelihood to recommend GenAl drafts. The a priori hypothesis
was that Genal drafts would be associated with less physician time spent reading and replying to
messages. A mixed-effects model was used.

RESULTS Fifty-two physicians participated in this QI study, with 25 randomized to the immediate
activation group and 27 randomized to the delayed activation group. A contemporary control group
included 70 physicians. There were 18 female participants (72.0%) in the immediate group and 17
female participants (63.0%) in the delayed group; the median age range was 35-44 years in the
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Key Points

Question Would access to generative
artificial intelligence-drafted replies
comelate with decreased physician time
onreading and replying to patient
messages, alongside an increase in
reply length?

Findings In this quality improvement
study including 122 physicians,
generative Al-drafted replies correlated
with increased message read time, no
change in reply time, and significantly
longer replies. Physicians valued
Al-generated drafts as a compassionate
starting point for their replies and also
noted areas for improvement.

Meaning These findings suggest
generative Al was not assodiated with
reduced time onwriting a reply but was
associated with longer read time, longer
replies, and perceived value in making
a more compassionate reply.

Figure 2. Reply Time per Message (in Seconds) for Each Group and Study Period
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Figure 3. Reply Length for Each Group and Study Period
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Overall Efficiency

Practical Al Can Drive Significant Time Savings For Physicians
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Panel A. Primary Care Physician Time Spent in the EHR-Related Activities
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Clinical documentation in the electronic health record (EHR) has become increasingly
burdensome for physicians and is a major driver of clinician burnout and dissatisfaction.
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Time dedicated to clerical activities and data entry during patient encounters also

negatively affects the patient-physician relationship by hampering effective and
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empathetic communication and care. Ambient artificial intelligence (AI) scribes, which
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Key Points

* The health Al paradox is that
iImplemented algorithms are
rarely researched and researched
algorithms are rarely
implemented

« The Jacobs Center for Health
Innovation at UC San Diego is
focused on developing Al
algorithms and workflows that
Impact patient care outcomes

« All Al efforts are reviewed by our
governance to ensure each
algorithm is fair, appropriate, valid,
effective, and safe (FAVES)

UC San Diego Health
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